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Note: 1. Attempt all Sections. If require any missing data; then choose suitably.
SECTION A

1.  Attempt all questions in brief. 2x7=14

a. Explain why Quick Sort is preferred for arrays.

Quick Sort T arraysa? T =t yrafAsar & s %,Hﬂ'%l’lf’l

b. Analyze the best-case time complexities of Heap Sort.

Heap Sort & best case IHT SATeodl ol [dIYUT S|

C. How does merging operation in Binomial Heaps operation differ from the same operation in
binary heaps?

Binomial Heaps & mergingFi?alTﬂ?-f binary-heaps § T Tl ¥ FF e &2
d. Discuss the advantages of using Tries over hash tables for implementing a dictionary.

dictionary @t SIEI A & AT Tries® 3TN & oTH W TAT FL

e. Discuss the application of the’Convex Hull problem in computer graphics.

HTIEX AT A Convex Hull FHEIT & 3TN 9T =l Y|

f. Compare Dynamic/Programming in solving the All-Pairs Shortest Paths problem using Floyd’s
algorithm with the Bellman-Ford algorithm for the same problem.

Floyd’s TeaN G &l 3TAET Fh All-Pairs Shortest Paths HHEIT &l §o del H Dynamic
Programming 31X HTT THTAT & [T Bellman:Ford TealiREd & 1Y sH gioeahIoT

el Jolell |
0. Discuss the practical applications of stringimatching in search engines.
Y §olel H string matching & SATAEIR 3TN oY =l Y|
SECTION B
2. Attempt any three of the following: 7x3=21
a. Explain the concept of "Growth of Functions" in the context of algorithm complexity. How do

Big O, Big Omega, and Big Theta notations help in this analysis?

TeaRed T Sifeadar & T H "Functions T Growth" T [GURUT FHST| Big O,
Big Omega, 3R Big Theta notations S8 faeeyor & FH #Acg A %?

b. What is a Skip List? Explain its structure and the algorithms for insertion, deletion, and search
operations in detail. Compare Skip Lists with balanced trees like AVL and Red-Black Trees in
terms of efficiency and ease of implementation.
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Skip List T %?314?%( T 3R insertion, deletion, 3T search TATAT & TeMREH
# IR @ oI FY| gaTar 3R FRITTaIT H TAdT & TS H Skip Lists T AVL
3T Red-Black Trees ST balanced trees & ?:I)?ﬁ-lT &

Describe the matrix multiplication algorithm using the Divide and Conquer approach. Provide
a detailed implementation and analyze its time complexity.

Divide and conquer TISCHIUT T IYINIT Hlah matrix multiplication TeINRGH T guler
| TIEJd Frileadel Jeld H 3R Rl g Seeldr & faeeyor #Y|

Describe the Sum of Subsets problem and its solution using backtracking. Discuss the
advantages of using backtracking for solving this problem compared to other approaches.

Sum of Subsets BHEAT 3 backtracking T AT Fah ST AT I JUIH Y|
3y EfSEHION T Jolell H 50 HATIT Y §ol A & TIT backtracking s ITIWT &
AT W =T HL

Explain the Fast Fourier Transform (FFT) algorithm and its applications. Provide 'a detailed
step-by-step implementation of the FFT algorithm and analyze its time complexity. Discuss
the importance of FFT in signal processing and image compression.

Fast Fourier Transform (FFT) TedalRgA 31X 39% H@Wﬁ Pl HHSU| FFT UoallREH
ol faEJd TROT-ET-EOT Hleadel et Y 3R gl GHI SAfeelal HT faRelsor
H| Beter MATFT 3R AT FFIAA H FFTH FAgea I 4T |

3.

SECTIONC

Attempt any one part of the following: 7Tx1=7

(a)

Compare the efficiency of sorting algorithms: Bubble Sort, Insertion Sort, and Selection Sort.
Provide examples where each is the most appropriate.

HIfeaT TeaMGH: Bubble Sort, Insértion Sort, 3T Selection Sort T g&TaT &I ?:I’Tvl?-IT FI
3TN & ST8T Ucdeh Had 39T @l

(b)

Explain the concept of Sortingin Linear Time with examples. How do algorithms like Counting
Sort and Radix Sort achieve. this?

3GTgLUIT & &Y Linear Time & Sorting & @YRUM HHSIT| Counting Sort 3iX Radix
Sort ST TGIRGH SH Hd Uod d &2

4.

Attempt any one part of the following: 7x1=7

(@)

Implement a Binomial Heap and explain its operations such as union, insertion, and deletion
in detail. Analyze the time complexity of each operation and discuss the practical applications
of Binomial Heaps in computer science.
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Binomial Heap @T SIEN T 3R 3@k HdTolel S union, insertion, 31X deletion T
fAEdR @ THsAl| TS Fleled &l FAT SAfeadr # fagawor & 3R hegex
fa3AT & Binomial Heaps & SATd@Ieh 3To':|;§|'éfl?ﬁ W AT A

(b)

Discuss the structure of Fibonacci Heaps and their operations, including insertion, deletion,
decrease key, and union. Explain how Fibonacci Heaps improve the efficiency of Dijkstra's
algorithm and provide a detailed analysis of their amortized time complexity.

Fibonacci Heaps T TXT=T 3 379 TaTeleT, /T insertion, deletion, decrease key,
3R union A §, 9 =T $Y| Fibonacci Heaps Dijkstra's TedlRGH @l G&TdT &l har
FURA 8, GHSAT 3R 3eTehl amortized FHIT SAfeelal T faEgd [a2eivor geret &

5.

Attempt any one part of the following: 7Tx1=7

(a)

Explain the Knapsack problem using the Greedy method. Provide a detailed example where
the Greedy approach is applied to solve-the Knapsack problem. Discuss why this approach
fails for the 0/1 Knapsack problem and compare it with the Dynamic Programming approach.

Greedy AT &7 3YTNT Fh Knapsack FATIT I FHSATT| Th Irai-dcd 3GIgY0T & STal
Greedy TTSCHIUT Knapsack HHEAT &l gl el & oIl ﬂﬁlﬁ@T AT §1 TE TICHIOT
0/1 Knapsack HEIT & foIT a1 [Awer ?IHT %’ 3R 3'9’ Dynamic Programming%ﬁﬂfi’w
& Ay Tl HY

(b)

Describe Prim’s algorithm for finding the Minimum Spanning Tree. Provide a step-by-step
implementation and analyze its time complexity with a suitable example. Discuss the practical
applications of Prim’s algorithm in network design and optimization.

Minimum Spanning Tree @iolar & fAT Prim’s TeMReH &1 gufeT HY| TROT-6I-TROT
AT Faled Y HR Teh 3UGerd 3GTEX0T & AT SHPT AT Sfceldl T faRewor
| Acad f3ase 3R Hefsheled F\Prim's TeNNGH & SATAGIRG IeIwNel o =it
ey

6.

Attempt any one part of the following: 7Tx1=7

(a)

Discuss Floyd’s algorithm for’\the all-pairs shortest path problem. Provide a detailed
implementation and analyze its time complexity. Compare this algorithm with Warshall’s
algorithm and discuss the scenarios where Floyd’s algorithm is more efficient.

all-pairs shortest-path GHEIT & foIT Floyd’s TealRgd X =T &| T&(—Qd CopIEpE
el Y AR 3@ gAY JAfeaar &1 fGeewor &Y 57 TeaReaA @ Warshall's
TeaREA & Y Joiell Y 3N 37 aReedt ) ==l A 6T Floyd's TeailRed 31t
FAA B

(b)

Describe the Hamiltonian Cycle problem and its solution using backtracking. Compare the
backtracking approach with other methods for solving the Hamiltonian Cycle problem.
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Hamiltonian Cycle GHEIT 3R backtracking T 3UITIT Hlch SHh TATTT FT guleT Y|
Hamiltonian Cycle GHEAT &I gol N & fov 37 [t & gy backtracking%‘fﬁ.’aﬁ'UT
Y Jolell |

7.

Attempt any one part of the following: 7Tx1=7

(@)

Discuss the theory of NP-Completeness and its implications in computer science. Provide a
detailed explanation of the concept of NP-Complete problems and illustrate with examples.

NP-Completeness & ffgeid 3R wegeX AT # @+ fAfgaral 9x ==m &I Np-
Complete HHAEITHT T IFAURUM &I faEJT TSRV Taled F 3R 3GEI0N & A1y
TS A |

(b)

escribe the Randomized Algorithms and their applications. Provide a detailed
implementation of the Quick Sort algorithm using randomization and analyze its time
complexity.

Randomized TeaNReA 3R 3elsh 3MeI9ANN T 0l Y| Randomization I 3TN
&Y Quick Sort TeaNRGH I faEqd Frfleadsl wara Y 3R shl AT Sl
1 faelvor Y|
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